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Highlights

Semi-supervised classifiers combine labeled and unlabeled data during the learning

phase in order to improve performance compared to a supervised baseline.

State-of-the-art semi-supervised classifiers are black boxes.

We propose an interpretable self-labeling grey-box classifier (SlGb) that uses a black

box to estimate the missing class labels and a white box to make the final predictions.

Rough Set Theory (RST) is used for amending mistakes during the self-labeling.

Experimental results suggest that the RST amending improves accuracy and

interpretability of the self-labeling grey-box, leading to superior results when

compared to state-of-the-art semi-supervised classifiers.

Self-labeling Grey-box

The SlGb approach uses a black-box classifier to predict the decision class of the unlabeled

data points, while a surrogate white box is used to build an interpretable predictive model

based on the whole dataset. The aim is to outperform the baseline supervised white-box

alternative, while maintaining a good balance between accuracy and interpretability.

Figure 1. Blueprint of the SlGb architecture. During the first step, labeled data is used for training a

black-box model, which assigns labels to the unlabeled data. Later on, a white-box surrogate model is

trained on the enlarged dataset, thus resulting in an interpretable model.

However, this solution can propagate misclassifications to the resulting interpretable

model since it does not account for two possible sources of class noise:

1. Class label inconsistency: very similar data points have different decision classes.

2. Self-labeling misclassification: the black-box made an incorrect prediction when

labeling the unlabeled data points.

Amending based Rough Set Theory

To address both issues together, we propose to weight the data points after the self-

labeling process. Assigning a weight to each data point helps the white box component to

focus on learning from the most confident information.

The weight is computed based on Rough Set Theory, a mathematical formalism that allows

to handle inconsistency by approximating any setwith two other sets: a lower and an upper

approximation. These approximations are computed based on the similarity classes of each

data point. The goal is to approximate the sets of data points of each decision class.

From the lower and upper approximations of each decision class, three regions of data

points are computed:

The positive region: data points that we are sure that are in the decision class.

The boundary region: data points that might be in the decision class.

The negative region: data points that we are sure are not in the decision class.

The weight combines the inclusion degree of each data point in the regions of its ground

truth label (labeled data) or the class thatwas assigned during self-labeling (unlabeled data).

The following pseudocode summarizes the proposed modification.

Experiments

55 benchmark datasets for structured (tabular) semi-supervised classification.

Four ratios of labeled vs unlabeled instances (10% to 40%).

Baseline black box: Random Forests

Baseline white box: Decision lists (PART)

(a) Using 10% of

labeled instances.

(b) Using 20% of

labeled instances.

(c) Using 30% of

labeled instances.

(d) Using 40% of

labeled instances.

Figure 2. Number of rules produced by the SlGb without amending, using confidence amending and the

RST-based amending. RST-based amending further reduces the number of rules.

Table 1. Mean and standard deviation of kappa coefficient obtained by SlGb and four self-labeling methods

from the state-of-the-art. The best performance is highlighted in bold.

Ratio 10% 20% 30% 40%

SlGb
mean 0.56 0.61 0.62 0.62

(stdev) (0.29) (0.27) (0.27) (0.27)

TT(C45)
mean 0.51 0.55 0.57 0.59

(stdev) (0.29) (0.29) (0.29) (0.29)

CB(C45)
mean 0.51 0.55 0.57 0.56

(stdev) (0.29) (0.29) (0.29) (0.28)

DCT
mean 0.49 0.54 0.58 0.59

(stdev) (0.32) (0.30) (0.28) (0.28)

CT(SMO)
mean 0.48 0.55 0.58 0.60

(stdev) (0.31) (0.29) (0.29) (0.29)

Conclusions

RST-based amending produces more concise sets of rules without affecting the

prediction rates by giving more importance to confident instances in the

self-labeling.

SlGb is able to outperform state-of-the-art self-labeling approaches across a

standard benchmark of SSC datasets, yet being far more simple in structure than

these techniques.

arxiv.org/abs/2001.09502 BNAIC/BeneLearn 2020, Leiden, 19 & 20 November 2020 igraugar@vub.be

https://arxiv.org/abs/2001.09502
mailto:igraugar@vub.be

