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Multi-Agent Multi-Armed Bandits
➢ Groups of agents
➢ Factored reward function
➢ Coordination problem

Multi-Agent Thompson Sampling (MATS)

Agents          Local joint actions          Sampling          Action selection

1) Variable Elimination

\[ a^* = \arg\max_{a} \mu_{ag}^g + \mu_{ah}^h + \ldots \]

2) Pull global joint action \( a^* \)

e.g., 0 1 0/0 1 ...

Theorem: For subgaussian rewards with bounded means, Bayesian regret of MATS is

\[ O\left(\sqrt{\hat{A}T \log(\hat{A}T)}\right) \]

where \( \hat{A} \) is the number of local joint actions.

For sparse graphs, regret is low-order polynomial in single agent’s actions.

Experiments
➢ Three synthetic benchmarks
➢ Wind farm control task:
   ➢ Align rotors to maximize power production
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