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Numerous real-world problems involve both multiple actors and objectives
that should be taken into account when making a decision. Multi-objective multi-
agent systems (MOMAS) represent an ideal setting to study such problems, but
given the increasingly complex dimensions involved, it still remains an under-
studied domain despite its high relevance. We present here a short overview of
our recent advances in multi-objective multi-agent decision making settings.

MOMAS Taxonomy In MOMAS the reward signal for each agent is a vector,
where each component represents the performance on a different objective. We
consider that compromises between competing objectives should be made on the
basis of the utility that these compromises have for the users. In other words, we
assume there exists a utility function that maps the vector value of a compromise
solution to a scalar utility.

In order to offer a unified view of the field, we build a taxonomy (Figure 1)
of what constitutes a solution for a multi-objective multi-agent decision problem
based on reward and utility functions. More details on each setting and solution
concept can be found in [2].
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Fig. 1: Multi-objective multi-agent decision making taxonomy and mapping of
solution concepts.

Another factor we identify is the difference between the optimisation criteria:
expected scalarised returns (ESR) and scalarised expected returns (SER) [1].
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This roughly distinguishes settings where either the utility of a single outcome
(ESR) or the utility of the average outcome over multiple runs (SER) matters.

Learning in MONFGs We have studied multi-objective normal form games
under the SER optimisation criterion with non-linear utility functions [3]. We
show by example that while Nash equilibria (NE) need not exist, correlated
equilibria (CE) can still be present when optimising with respect to a single
given signal (i.e., single-signal CE).

Opponent modelling in MONFGs When the same multi-objective reward
vector leads to different utilities for each user, it becomes essential for an agent
to learn about the behaviour of other agents in the system. In [4] we present the
first study of the effects of opponent modelling (OM) on MONFGs with non-
linear utilities, under the SER criterion. We demonstrate that OM can alter the
learning dynamics in this setting: when there are no NE, OM can have adverse
effects on utility, or a neutral effect at best; when equilibria are present, OM can
confer significant benefits (Figure 2).
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Fig. 2: Empirical outcome distributions when agents are using opponent mod-
elling with utility functions u1(p) = p1 · p1 + p2 · p2 and u2(p) = p1 · p2. Oppo-
nent modelling allows each agent to steer the outcome towards its preferred NE.
Agent 1 obtains the highest SER under (L,L), while for Agent 2 that is (M, M).

References
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